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Abstract

In the current digital landscape, both information consumers and produc-
ers encounter numerous challenges, underscoring the importance of recom-
mender systems (RS) as a vital tool. Among various RS techniques, collabo-
rative filtering (CF) has emerged as a highly effective method for suggesting
products and services. However, traditional CF methods face significant
obstacles in the era of big data, including issues related to data sparsity,
accuracy, cold start problems, and high dimensionality. This paper offers a
comprehensive survey of CF-based RS enhanced by machine learning (ML)
and deep learning (DL) algorithms. It aims to serve as a valuable resource
for both novice and experienced researchers in the field of RS. The survey
is structured into two main sections: the first elucidates the fundamental
concepts of RS, while the second delves into solutions for CF-based RS chal-
lenges, examining the specific tasks addressed by various studies, as well as
the metrics and datasets employed.
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1. Introduction

Recommender systems (RSs) enable users to discover items or services
that are relevant to their needs or interests, based on a variety of data sources,
such as historical behavior, social relationships, points of interest, and other
user data. In addition to explicitly collected user ratings, implicit data can
also be gathered by monitoring user behavior, such as songs listened to, ap-
plications downloaded, websites visited, books read, and so on. The primary
goal of an RS is to generate personalized product or service recommendations
that are most likely to be of interest to the user. RSs are ubiquitous, with
examples ranging from Amazon and Netflix to Facebook and LinkedIn. By
presenting tailored suggestions, RSs effectively narrow down the vast array
of options available to users.

The formulation of recommendation problems is primarily intended to
address one or both of two fundamental questions: the Predicted version
and the Ranking version. The Predicted version involves predicting evalua-
tion values for user-product interactions. In this scenario, the training data
comprises evaluation values provided by users, and the goal is to use this
data to predict the evaluation value of items with which the user has not yet
interacted. On the other hand, the Ranking version focuses less on predict-
ing user behavior and more on presenting a limited list of the best items for
users to consider. This is particularly relevant for retailers and e-commerce
companies that prioritize the creation of curated lists of high-quality prod-
ucts. From the user’s perspective, the ability of the system to predict their
rating for a specific product may be less important than the system’s ability
to recommend items they are likely to enjoy.

In recent years, RS has become more widely implemented on the Internet,
which has made it easier to use in a variety of contexts Research papers on
movie recommendation studies make up the majority of the literature [1, 2];
however, a great volume of literature for RS is centered on different topics,
such as music [3, 4, 5], television [6, 7], books [8, 9], documents [10, 11, 12, 13],
e-learning [14, 15], e-commerce [16, 17], applications in markets [18] and web
search[19], among others.

The main objective of RS is to increase the company’s sales. All the
system has to do for this purpose is to show or provide products that are
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serendipity, and diversity. The kinds of filtering most used of the RS are
collaborative [20, 21, 22], content-based[23, 24], and Hybrid RS [25, 20].

In the suggestion, algorithms of CF play an essential part. The CF algo-
rithm is founded on the premise that a decent approach for a user to discover
the information they are interested in using is first to find other users who
share similar interests with this user. The fundamental concept is straight-
forward. CF algorithm is also frequently used in conjunction with other
filtering techniques, such as content-based, knowledge-based, or social ones.
Most of the decisions we make daily are based on the recommendations of
people we trust. CF applies this concept to its e-commerce RS, which recom-
mends targeting users based on other users’ evaluations of specific content.
Although CF has many of the same applications as a typical recommendation
technology, there are still many issues that need to be addressed. These are
the most common problems: a cold start, sparsity, and scalability [26, 27].

Content-based is defined by the relevant content’s characteristic attributes
in the content-based RS. Based on the characteristics of the user’s evaluation
object, the system learns the user’s interest and examines the degree to which
the user’s profile matches the item to be predicted. The learning method
used determines the user’s profile model [28, 29, 30]. Decision trees, neu-
ral networks, and vector-based representation methods are commonly used.
A content-based user profile necessitates the user’s historical data, and the
user profile model may change as the user’s preferences change. The benefits
include no cold start, new items, data-sparse issues, and the ability to rec-
ommend users with specific hobbies. While there are some drawbacks, the
recommended content should be able to abstract meaningful features and
have a good structure.

Hybrid techniques typically combine various methodologies to get better
recommendation outcomes. Recommendations on modern websites usually
do not rely entirely on a single RS and technique [31, 32, 33].

As the field of CF algorithms was being developed, several survey pa-
pers were published that summarized the most significant challenges in the
domain. To provide a concise overview, the authors of these papers have
selected the most relevant aspects of CF to comprehend its evolution. How-
ever, current surveys tend to be more general, whereas our survey aims to
enhance the evolution of CF RS specifically, from the traditional methods of
the first phase to the machine learning (ML) techniques of the second phase,
and ultimately to the deep learning (DL) methods of the third phase.
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in this survey, such as CF foundations, limits, and assessment measures.
Nonetheless, the crux of our study is to focus on unique issues that have not
been covered in previous surveys. We aim to provide a comprehensive under-
standing of the evolution of CF RS, enabling researchers and practitioners
to leverage the advancements in machine learning and deep learning to im-
prove the accuracy and effectiveness of recommendation systems. Through
this review, advanced CF readers will explore in depth the most common CF
solutions, problems, datasets, and techniques. Readers interested in brand-
new and future applications will benefit from this study since it provides
information on the most current developments in CF RS trends.

The structure of this work is organized as follows: The related works are
given in Section 2, a methodology is presented in Section 3, the CF algorithm
foundations are given in Section 4, Remedies for challenges of CF based
on ML and DL approaches in Section 5, An evaluation of comprehensive
literature in quantitative terms in Section 6, Evolutionary Journey of CF in
Section 7 of CF and finally, the conclusion section is given in Section 8.

2. Related Works

While collaborative filtering (CF) algorithms have grown in popularity
and complexity, several survey articles have been published in this field. In
[34], the authors highlighted key elements of the CF, such as theory and
practice, assessment, interactions, and the protection of privacy. In [35], the
authors provided a survey of the main concept of CF algorithms and com-
pared their results. In [36], the authors presented a review of CF algorithms.
The authors introduce the concept of CF and address the main deficiencies
of CF in a concise manner, such as sparsity, scalability, grey sheep, syn-
onymy, shilling attacks, privacy, and so on. They also provided a table with
an overview of CF algorithms. In [37], the authors collect a collection of 210
RS publications on RS surveyed and categorize them according to the year
and the journal published, their application domain, and their data mining
algorithms. They also divided the articles into eight application domains,
such as movies, music, etc. In [38], the authors gave an overview of RS algo-
rithms. They concentrated on explaining in detail how the most commonly
used RS techniques work. They also discussed the fundamental hypothesis
of CF, in addition to their dimensionality reduction algorithms, evaluation
metrics, diffusion-based models, social filtering, and metamethods. In [39],
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provided an original classification for these algorithms, identified future im-
plementation domains, and developed specific areas chosen for past, present,
or future importance. In [20], the authors presented a survey of CF algo-
rithms, ranging from conventional algorithms to social network-based blend
algorithms. In [24], the authors presented a CF algorithm survey. They were
only interested in active learning models in CF RS.

It is worth noting that while the studies mentioned above have provided
valuable insights into the design and implementation of different types of
RSs, they have not specifically addressed the role of new technologies, such
as DL, in addressing the challenges associated with the CF algorithm. Given
the increasing importance of DL in various domains, there is a growing need
to explore its potential in the context of RSs. Our proposed work aims to
fill this gap by providing guidelines for leveraging the power of ML and DL
algorithms in building more accurate and effective RSs.

In [40], the authors presented a review and discussion of existing deep RS
methods. However, because this review study only includes a small number
of publications, it provides a very limited perspective on the entire concept.

In [41], the authors reviewed traditional RS in addition to DL methods.
This review is also inappropriate for its topic because it only examines three
publications. In [42], the authors conducted a review of DL recommendation
models and created a categorization framework for categorizing processes
based on input and output properties. They only gave a few details about
the survey. In [43], the authors provided a thorough examination of DL for
RS. Even though the number of reviewed papers in this study is very close,
the category methods differ.

In [25], the authors have released a survey on DL for RS, including prob-
lems and solutions. In [44], the authors have provided a survey with a sys-
temic summary of three types of RS: trust-aware RS, social-aware RS, and
robust RS. All of the existing studies are, in general, limited papers, and
there is no study dedicated to DL for CF, which is regarded as the most
important algorithm for building an RS.

While the above-mentioned studies provide valuable insights into the cur-
rent state of the field, it is important to note that the review only includes
a small number of publications. As a result, the studies may not provide a
comprehensive perspective on the entire concept of deep RS methods. Fur-
thermore, the review is limited to a specific period and may not account
for more recent developments in the field. In addition, the authors did not
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which may limit the usefulness of their findings for practitioners interested in
applying these methods in real-world settings. Future research could address
these limitations by conducting a more comprehensive review of the litera-
ture and by evaluating the performance of deep RS methods using real-world
datasets.

Our proposed work addresses a crucial gap in the existing literature by
focusing on the application of ML and DL algorithms in building CF-based
RS. We conduct a comprehensive review of the existing literature on tradi-
tional and automated CF-based RS, with a specific focus on ML and DL
approaches. While there has been extensive research on CF-based RS, there
is a lack of studies that specifically examine the use of ML and DL techniques
in this context. Therefore, Our goal is to provide a broad understanding of
the subject and to highlight the key challenges and opportunities associated
with using ML and DL algorithms in CF-based RS. While we do not delve
into implementation details, we provide a detailed analysis of the solutions,
tasks, and datasets that have been used in the development of ML and DL
models for CF-based RSs. Our study aims to facilitate future research in
this area and encourage the adoption of advanced ML and DL techniques for
building more accurate and effective CF-based RSs.

3. Methodology

In this study, we adopted a scientific and rigorous approach to selecting
research papers related to collaborative filtering (CF)-based recommender
systems (RS) algorithms. We initially compiled a comprehensive collection
of approximately 800 research papers. To ensure the thoroughness of our
survey, we meticulously selected 320 systematic references through a strin-
gent and comprehensive process. Our literature search encompassed multiple
databases and search engines, including Google Scholar, Scopus, and IEEE
Xplore, utilizing a combination of keywords and filters to refine the search
results to the most relevant and recent publications in the CF RS domain.
Each potential reference was evaluated based on several criteria, including
the quality of the research, the significance of the publication venue, and its
relevance to the topic of the survey. Additionally, we considered the number
of citations and the impact factor of the publication venue as indicators of
the reference’s importance and influence in the field. Following this initial
evaluation, we further narrowed down the list of references through a detailed
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references that offered novel insights, robust research designs, and reliable
data while excluding those based on outdated or unreliable information.

Our meticulous selection process and rigorous approach ensured that our
survey is grounded in the most current and reliable information available,
providing a comprehensive and unbiased overview of the state of CF-based
RS. This study offers a thorough understanding of CF-based RS, including
an in-depth explanation of the fundamental concepts of CF-based RS, with
a particular emphasis on the CF algorithm. We explore key concepts, types
of publications, popular filtering algorithms, evaluation metrics, and the lim-
itations of CF-based RS. Additionally, we provide insights into emerging
solutions and trends within the CF RS field, making our survey a valuable
resource for both novice and experienced readers interested in CF-based RS.

Figure 1 showcases a comprehensive overview of the most significant tra-
ditional methods, techniques, and algorithms utilized in the recommendation
process, along with their interrelationships and groupings. This figure offers
a compelling glimpse into the complex world of recommendation systems,
which have become increasingly vital in today’s digital landscape. This pa-
per provides in-depth insights into the various critical aspects involved in the
recommendation process, allowing readers to develop a deeper understanding
of how these complex systems operate. As illustrated in Figure 1, traditional
filtering methods such as content-based and CF can be applied to databases,
with model-based technologies like MF, Genetics, clustering, Association rule
algorithms, and neural networks leveraging this information to enhance the
accuracy of recommendations. Memory-based approaches, including item-
to-item, user-to-user, and hybrid models combining both, represent another
popular recommendation technique. The ultimate goal of both memory-
based and model-based approaches is to deliver the most precise predictions
of user preferences. Evaluation of recommendation system accuracy is often
carried out using classical information retrieval metrics such as MAE, pre-
cision, and recall. Researchers use these measures to continually refine CF
methods and technologies, ensuring that these systems continue to evolve
and improve. Overall, the findings presented in this paper offer significant
insights into the complex world of recommendation systems, providing a vi-
tal resource for researchers, practitioners, and anyone seeking to harness the
power of these systems to enhance their digital experiences.
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Collaborative filtering (CF) is the method through which information is
recommended to users based on the wishes of a group with similar interests
and experiences. This procedure is separated into two phases in CF algo-
rithms: the online and the offline. The online process is to identify products
that may be liked by users online, but in the offline phase, certain data that
is not recommendable, such as low-recommendation data or information the
user acquires, while the recommendation value is high, will be filtered away.
The CF algorithm has been widely utilized since it does not specifically need
suggestions and can handle unstructured and complicated objects, such as
music and films. The CF creates and automates matching suggestions for
users so that the user’s recommendation is implicitly obtained from the buy-
ing or browsing mode of the system, and the user does not have to work hard
to discover the right interests. Information is recommended, such as com-
pleting certain survey forms. CF algorithm may find prospective interests
and preferences of users that have not yet been found. These benefits make
it appropriate for virtually all areas.

4.1. Collection of information in CF algorithms

To be relevant, a RS must be able to make predictions about user inter-
ests. It is therefore necessary to be able to collect a certain amount of data
on these to be able to build a profile for each user. A distinction can be made
between two forms of data collection: explicit data collection and Implicit
data collection.

Explicit data collection is also called active filtering, which relies on the
user explicitly indicating their interests to the system. For example, asking
a user to comment, tag, rate, like, or even add as favorites content (objects,
articles, etc.) that interests him [45]. Often used is a scale of ratings ranging
from 1 star (I do not like at all) to 5 stars (I love), which are then converted
into digital values to be used by the recommendation algorithms (see Figure
2 A). The Advantage of explicit data is the ability to reconstruct an indi-
vidual’s history and the ability to avoid aggregating information that does
not correspond to this single user (several people on the same workstation).
The disadvantage is that the information collected may contain a so-called
declaration bias.

Implicit data collection is called also passive filtering, which is based on
an observation and an analysis of user behavior carried out implicitly in the
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Figure 1: Collaborative filtering Model Overview.

application that embeds the RS, all done in the “background” (basically
without asking the user anything). For example, get a list of items the
user has listened to, watched, or purchased online. Analyze the frequency
of consultation by a user and the time spent on a page. Monitor the user’s
online behavior. Analyze your social network [45]. The Advantage of implicit
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automatically. The data retrieved are a priori correct and do not contain any
reporting bias (see Figure 2 B). The disadvantage is that the data retrieved
is more difficult to attribute to a user and may therefore contain attribution
bias (common use of the same account by several users). A user may not like
some books they bought, or they may have bought them for someone else. In
CF RS, two forms of CF methods, namely memory-based and model-based
methods, are used to process explicit and implicit data. These algorithms
are listed in the following sections.

Figure 2: A Simple example showing the difference between explicit and implicit feedback
rating matrices [45].

4.2. Memory-based CF

Memory-based CF finds similarities between users or items based on the
user-item rating matrix and recommends them to the active user [22]. This
type of CF algorithm is called a neighborhood-based algorithm. No model
training is required, and recommendation results can be generated for users
based on a very simple idea. There are two main types: user-based CF
(UCF) and Item-based CF (ICF). A UCF algorithm is adjacent to obtaining
similar hobbies or interests with similar statistical methods for a user. The
ICF method has a basic assumption that ”items that can arouse user interest
must be similar to the previous high-scoring items”, and replaces the similar-
ity between users by calculating the similarity between items [46, 47, 48, 49].
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cess. Large amounts of data affect immediate results, so model-based CF
technology has been developed. Model-based CF analyzes historical data
first to create a model and then makes predictions based on this model. CF
Model-based technologies are extensively utilized, such as matrix factoring,
Bayesian networks, etc. Latent semantic indexing. Based on sample analysis,
the model is obtained.

4.3. Model-based CF

The model-based CF is referred to as a CF learning machine. CF builds
a parameter model to characterize the user or item connection and then
optimizes the model parameters. It is scalable and more sparse than the
memory-based approach. The mainstream methods of model-based can be
divided into using association algorithms, clustering algorithms[50], classifi-
cation algorithms [51], regression algorithms [47], matrix factorization [52],
neural networks [53], graph models, and implicit semantic models to solve
them. We introduce them separately below.

4.3.1. Matrix factorization for CF

The most common CF approach is matrix factorization (MF). MF al-
gorithms convert users and items into vectors of the same dimension that
represent the latent features of each. In general, MF approaches are more ef-
fective because they allow us to discover the latent features that underlie the
user-item interaction. There are two or more factors that can be found that
multiply together to form the original matrix, which is the goal of factoriza-
tion [52]. Training such a model can be effectively solved by using SGD [52]
or alternating least squares (ALS) [54] to minimize the sum squared distance.
A very large number of research papers have been published on this subject,
addressing various extensions and variations. This area is still very active
among ML researchers. Multiple extensions and variations of this topic have
been the subject of numerous research papers. ML researchers are still very
active in this area. Innumerable proposals have used MF for CF, but they
differ in their definitions of the loss function and regularization function.

In the literature, several loss functions have been proposed, including the
square-loss function [55], Bregman divergence [56], logistic log-likelihood loss
[57], KL-divergence [58] and hinge-loss(smoothed hinge loss) [59]. Overfitting
must be avoided when the matrix completion problem is viewed as supervised
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large latent factor values.

4.3.2. Clustering for CF

CF candidates can be reduced using clustering techniques. Using a clus-
tering algorithm for CF is somewhat similar to the previous CF based on
users or items. We can cluster according to users or according to items based
on a certain distance metric. If based on user clustering, and cluster users
with a certain distance measurement method. Here we can use the similar-
ity measurement method, and then recommend the products of users in the
same cluster to other users. The items of these users are gathered, and then
TOP n is taken as a user recommendation. If a user has never purchased an
item, but the items purchased by other users in the same cluster will be rec-
ommended to the user, it is suitable for recommendation by new users [60].
Item-based clustering is similar to user-based clustering, except that users
are recommended for products. All users in the product cluster share these
products. Although some products have never been purchased, this method
can help find the target group recommended for new items[61, 62]. Com-
monly used clustering recommendation algorithms include K-Means, Self-
Organizing Map (SOM), BIRCH, DBSCAN, and spectral clustering.

K-means and Self-Organizing Map (SOM) algorithms are the most com-
monly used clustering methods [63, 64, 65], according to authors in [66],
K-means takes an input parameter and partitions n items into K clusters. A
method for unsupervised learning based on artificial neuron clustering, the
Self-Organizing Map (SOM), was developed by the authors in [67]. The dis-
advantage of the clustering algorithm is that it is full of new content and new
users, and these users and content will never have recommendations. For ex-
ample, a new user is a cluster group, and these new users cannot recommend
them if they have not purchased products. Products may be purchased in
the later purchase process, as long as the user has some behavior, the user
can be recommended later.

4.3.3. Association rule for CF

Association rule mining is usually a general technology that appears in
similar rules or relational patterns in large-scale transactions. This technique
can also be applied to the RS of the CF algorithm. Association rules are
also concepts in data mining. It analyzes data and finds the association
between data, that is, the correlation between various data [68, 69]. The most
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[70], and the measurement indicators of association rules are support and
confidence. Using this principle can avoid the exponential growth of the
number of item sets, thereby calculating frequent item sets in a reasonable
time, saving more processing time for a recommendation.

More precisely, the main problem encountered in applying association
rules to the RS is converting scores into transactions 0 or 1. Usually, all
positive score sets (that is, the score matrix after averaging in the past) or
the user’s preferences, such as purchase behavior or record, are regarded as
transactions. When using the Apriori algorithm, which reduces the size of
frequent sets and provides good performance by utilizing Apriori properties,
candidate itemsets are generated. These methods and goals do, however,
have a clear connection, but they have not yet gained widespread acceptance.
Each iteration has to traverse the entire data for counting calculations and
judgments, and the operating efficiency is low.

4.3.4. Classification for CF

With user ratings as the basis for segmentation, this problem is trans-
formed into one of classification. Setting a score threshold, for example, is the
simplest method. It is recommended if the score is higher than the threshold,
and it is not recommended if the score is lower than the threshold. We con-
vert the problem into a two-category problem. Although there are so many
algorithms for classification problems, logistic regression is currently the most
widely used. Why is it a logistic regression instead of a taller-looking support
vector machine? Because logistic regression is more explanatory, we have a
clear probability of determining whether each item is recommended or not.
At the same time, we can engineer the characteristics of the data to achieve
the purpose of tuning. Common classification recommendation algorithms
include logistic regression and naive Bayes, both of which are characterized
by strong interpretability. The advantage of the algorithm is that it is simple,
fast, and Explainable. While the disadvantage of the algorithm seems to be
that user characteristics are not considered, and commodity-related charac-
teristics are completely constructed. Of course, user characteristics can also
be considered commodity characteristics.

4.3.5. Others algorithms for CF based on ML

Among the most widely used models, we have fuzzy systems, genetic
algorithms [71], and implicit semantic model, among others. One of the
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algorithm [72]. Contrary to conventional K-means clustering, FCM clustering
establishes a fuzzy boundary around each cluster to which objects will be
bound in the form of memberships, u ∈ [0, 1]. The clustering problem is
solved by optimizing JFCM, an objective function that measures the distance
between points and cluster centers [72]. According to the authors in [73], the
GAs have been utilized in three aspects: clustering, hybrid user models, and
using the GAs without requiring the additional information provided by the
hybrid model [73]. Usually, the GA is used to find the optimal similarity
metric [71]. For scoring recommendations, NLP is used as the primary basis
for the implicit semantic model [43]. The main methods include implicit
semantic analysis LSA and implicit Dirichlet distribution (LDA).

4.4. DL for CF

The past few years have witnessed a tremendous surge in the volume of
research devoted to DL-based CF RS. This section offers a comprehensive
exploration of the underlying rationales and methodologies behind using DL
techniques in CF. We delve into several approaches in this section, includ-
ing Boltzmann Restricted Machines (RBM), Deep Belief Networks (DBN),
Autoencoder, Recurrent Neural Networks (RNN), and Convolutional Neural
Networks (CNN). Additionally, we examine some lesser-known but intriguing
methods in the subsection on Other approaches.

4.4.1. RBM for CF

The Restricted Boltzmann Machine (RBM) is a widely used generative
neural network model in the field of unsupervised learning. Its primary ob-
jective is to learn the joint probability distribution of both visible and hidden
units, with the hidden units representing latent features and the visible units
linked to input data. Once the model has learned the joint distribution, it
can generate new examples using sampling. In [74, 75] introduced an RBM
model with only two layers and presented the learning and inference process
using user ratings for movies. As a result, RBM can be successfully applied
to the Netflix dataset. Users’ evaluation of items or the relationship between
users can be modeled to improve the accuracy of the RS, for instance, in [76],
the authors used RBMs to jointly learn both the relationship between such
a user’s ratings of items and the relationship between such users that scored
a certain item. In [77], the authors used RBMs approaches to modeling
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istics and group profiles. RBM approach has also been used to project the
pairwise association between items or users, for instance, through the connec-
tions between layers and the softmax layer, in [78], the authors determined
the relationship between a rated item and its rating as well as relationships
among rated items. Consequently, the RBM approach was used for combin-
ing side information, for instance, in [79], the authors linked the machine
parameters with side information. Mainly, RBM approaches are utilized to
support a low-rank representation of user preferences. Furthermore, RBM
approaches are used for combining UCF or ICF integration, as well as neigh-
borhood formation within the visible layer. For instance, using RBMs, in
[76], the authors proposed a hybrid approach of UCF and ICF based on
RBM. It is still more accurate to use Boltzmann machines to project user or
item correlations and neighborhood formation. RBMs may be preferable to
Boltzmann machines when considering pairwise user and item correlations
because they have simpler parametrization and are more scalable [76], for in-
stance, in [80], the authors used RBM to treat CF limitations and proposed
the neighborhood-conditional RBM (AND RBM) model, which is based on
joint distributions of similarity and popularity scores. In [81], the authors
proposed an RBM method extension for CF with implicit feedback. In [82],
the authors suggested a CF model Using RBM and Fuzzy C-means (FCM).
The proposed model uses the FCM clustering algorithm to group users, and
then RBM is utilized to predict the users’ preferences. The method pro-
posed by the authors in [83], takes item preference relations as input and
generates a ranking of items for any user. Conditional RBM incorporates
item-side information as well as preference relations into the method. The
RBM method is used to represent entities for pairwise collaborative rank-
ing [84]. In [85], the authors examined the effectiveness of conditional RBM
(CRBM) in modeling users’ rating preferences for the top-k recommenda-
tions from a new perspective. In [86], the authors used visual features in
conjunction with RBM to address the New Item problem in video RS. In
[87], the authors propose a Web-based movie RS that uses various recom-
mendation algorithms to recommend movies to users based on their profiles.
To optimize the RBM parameters for CF, in [88], the authors proposed a hy-
brid algorithm that combines cluster-based RBM and differential evolution
(DE). RBMs can also handle large datasets.
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DBNs are utilized in CF along with content-based filtering to extract
hidden and valuable audio feature characteristics for music recommendation
[89]. DBNs are also used in CF RS that use text [90, 91]. It is also used
in content-based RS to evaluate user preferences, especially for textual data
[90]. DBNs are used to provide a semantic representation of words [91]).
Furthermore, based on user preferences, DBNs are used to extract high-
level features from low-level features [77]. These studies show that DBN
algorithms are mostly used for feature extraction and classification tasks,
particularly on music and text data.

4.4.3. Auto-encoders for CF

The fundamental architecture of an auto-encoder consists of two key pro-
cesses: encoding and decoding. During encoding, the input is transformed
into a vector within a low-dimensional hidden space, which is then decoded by
the decoder to reconstruct the original input. The neural network structure
reveals that the encoding involves a linear combination followed by a non-
linear activation function. Without this nonlinear transformation, the auto-
encoder would be equivalent to standard PCA. Auto-encoder techniques play
an essential role in recommender systems, as they enable the training and
retraining of a nonlinear function to handle missing values in the user-item
rating matrix[92, 93]. In addition to dimensionality reduction, the auto-
encoder approach is also used to extract more latent features by utilizing the
encoder parts’ output values [75, 94, 95]. Moreover, Sparse coding is also
used by the auto-encoder to learn more effective features [94]. For instance,
auto-encoders with a DAEs model were proposed by [96]. Because the input
data is corrupted, the identity network cannot be created. DAEs are used to
predict missing values from corrupted data in RS. A further benefit of SDAEs
is that they assist RS in determining a denser form of the input matrix, as
well in [97]. DAE models are simply multiple auto-encoders stacked on top
of each other. Moreover, in [98], the authors proposed stacked demonizing
auto-encoders (SDAE) and probabilistic matrix factorization (PMF) models.
These auto-encoders make it possible to extract additional hidden features.
In [99], the authors proposed a depth MF. The conventional MF method is
utilized to decompose the user and item feature matrices. A multilayer feed-
forward neural network is used to mine associated features deeply. The RS’s
predicted rating is the inner product of the corresponding low-dimensional
features.
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encoder with the implicit feedback gathered by SVD++, in [100] the authors
proposed an Auto SVD++ model that would improve recommendation ac-
curacy. In [92], the authors proposed CF DL based on auto-encoders (ACF).
It divides the rating value of an item based on user ratings into five vectors.
Integer scoring prediction is a problem that this method does not address,
which increases the sparsity of the scoring matrix and reduces prediction ac-
curacy for the ACF algorithm. In addition, in [93], the authors developed the
AutoRec model which reconstruction of input data is the model’s primary
objective. As a result of its ability to handle non-integer prediction scoring
values, the AutoRec model is less susceptible to overfitting because it does
not introduce noise into its input. To predict ranking, in [96], the authors
proposed the CDAE model. The implicit feedback data from the user on the
items is the input to this model. Perceptrons in the input model correspond
to specific items, and the user’s preference for an item is indicated by the
values 0 or 1. Subsequently, the items associated with the predicted values
of the model’s output layer perceptron are recommended to the user in se-
quential order. According to the authors in [101], one of the restrictions of
the preceding models is a cold start issue. Besides that, by allowing data
from multiple data sources, the auto-encoder aids in the interoperability of
side information into a CF RS[102, 98, 103, 104, 105, 106]. For instance, in
[98] the authors used Bayesian SDAE and [103] the authors used marginal-
ized DAE to incorporate side information into their RS. In [102] the authors
proposed relational SDAE, which entails producing a probabilistic form of
SDAEs to incorporate side information with ratings.

Side information is only integrated at the input level in [98]. In contrast
to the authors in [98], side information is integrated into each layer of SDAEs
in [104]. To resolve the sparsity problem, the authors retrieved features from
side information using PMF and time SVD++ auto coders by the authors in
[104] and [106]. In [104], the authors developed a CFN method that includes
extra information and a scoring matrix to generate final prediction results.
In [106], the authors employed SDAEs to extract latent hidden features of
extra information and incorporate them into the Bayesian model of the pair-
wise ranking model. The model’s recommendation accuracy has improved
when compared to previous methods. According to the authors in [101],
the limitations of this model are that the side information is comparatively
simple and the data is very sparse.
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the authors in [107] proposed CF to supervised learning (COFILS) to reduce
data sparsity and allow testing of a variety of supervised learning algorithms
rather than matrix factorization approaches (SDA). In [108], the authors
proposed a Bayesian generative model called collaborative variational auto-
encoder (CVAE) for a multimedia recommendation that takes into account
both rating and side information. In [109] the authors extended VAEs to CF
with side information, such as when ratings are margined with explicit user
text feedback. Variational auto-encoders for CF have been proposed. They
introduced a new regularisation parameter for the learning objective, which
is critical for achieving competitive performance [110]. In [111], the authors
developed a Collective Variational Auto-encoder for Top-N Recommendation
with Side information. In [112], the authors proposed an additional varia-
tional auto-encoder that takes into account both the item’s side information
and its tag feedback. Unsupervised, the model learns effective latent repre-
sentations from additional side information. For the top-N RS task, in [113],
the authors proposed an improved collaborative auto-encoder with knowl-
edge distillation. By combining simple elements from the literature, in [114],
the authors defined a linear model geared toward sparse data, specifically im-
plicit feedback data for RS. In [115], the authors proposed a multi-model DL
(MMDL) approach for constructing a hybrid RS with significant improve-
ment by integrating user and item functions.

In [116], the authors suggested technique incorporates CF and content
filtering, additional user social impact. Each user’s social influence is deter-
mined based on his or her social traits and Twitter behaviors. In [117], the
authors proposed a fast deep auto-encoder for high-dimensional and sparse
matrices. In [118], the authors used to generate more accurate recommen-
dations by exploiting the non-trivial, nonlinear, and hidden relationships
between users in terms of multi-criteria preferences.

According to research in this field, auto-encoders provide more accurate
recommendations than RBMs. One reason for this is that RBMs predict
by maximizing log-likelihood, whereas auto-encoders predict by minimizing
RMSE. For auto-encoders, gradient-based back-propagation is used, whereas
contrastive divergence is used for RBMs. Because stacking auto-encoders
allows for deeper learning of more hidden features [93], they provide more
accurate predictions than non-stacked forms. Feature extraction, dimension
reduction, and prediction are just a few of the uses for auto-encoders in RS
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issues.

4.4.4. RNNs for CF

RNNs are taught to process data in a specific order. In an e-commerce sys-
tem, a user’s current browsing data influences her purchase behavior. Most
typical RS, on the other hand, produces user preferences at the start of a ses-
sion, ignoring the current history and the order of sequences of user actions.
In RS, RNNs are used to incorporate current viewing homepage records and
requests of views to support further accuracy of prediction [119, 120, 121].
For instance, in [119], the authors combined RNN results with the feed-
forward artificial neural results obtained to generate predictions that took
user-item correlations into account, in [122] the authors combined RNNs
with latent user preferences to represent temporal and contextual aspects of
user behaviors to enhance recommendation accuracy. RNN approaches are
also used to demonstrate the influence of users on latent features of items
and their co-evolution over time in a nonlinear way [123]. By viewing the
problem as a sequence prediction problem, in [124], the authors used RNNs
to incorporate the evolution of user preferences into the recommendation pro-
cess. Several conclusions can be drawn from studies on DL on RS. In terms
of recommendation coverage and short-term predictions, RNNs outperform
standard neighbor-based and MF methods (predicting the next consumable
item).

This success can be attributed to RNNs that account for user taste evo-
lution and also the co-evolution of user and item latent features [124, 123].
Aside from that, RNNs are ideal for session-based RS and combining users’
implicit actions with their preferences. Another RNN-based idea by the
authors in [125], the exploration of various strategies for integrating user
long-term preferences with session patterns encoded by recurrent neural net-
works (RNNs). In [126], the authors proposed a recommendations model
called slanderous user detection RS (SDRs) to address the slanderous user
detection problem as a multi-view unsupervised problem and improve the
recommender system’s performance. In [127], the authors employed RNNs
for both long-term and short-term sequential recommendations. As a re-
sult, RNNs are suitable for session-based RS and integrating users’ implicit
behavior patterns with individual preferences (like or dislike).
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The most common type of neural network used in image processing and
computer vision is the convolutional neural network (CNN). CNNs can also
help with RS. CNNs have fewer parameters than MLPs with the same num-
ber of perceptrons, making them easier to train. CNNs are made up of
convolutional layers, a pooling layer, and fully connected layers. [128]. Con-
volutional layers extract features from the input and produce n feature maps,
where n is the number of filters. The pooling layer is responsible for reducing
the dimensionality of features to address the issues associated with feature
maps that have a high degree of dimensionality. In [129], the authors pre-
sented the extraction of latent factors from audio using CNN method-based
information feedback. In [130], the authors employed CNN methods to iden-
tify latent factors in text data. In [131], the authors extracted visual features
to generate visual interest profiles of users for recommendation. In [132] the
authors used CNNs methods to extract latent features from images so that
the features and user behaviors could be mapped into the same latent space.

The ConvENT model combines CNN with probabilistic matrix factoriza-
tion to use document contextual information to address data sparsity issues
and improve prediction accuracy [133]. CNNs are only intended to work
with two-dimensional data, such as images and videos. As a result, they are
frequently portrayed as 2D-CNN. Recently, researchers have been drawn to
1D Convolutional Neural Networks (1D-CNNs), a modified version of the 2D
CNN model (1D-CNN) [134]. Many studies and applications have shown that
1D-CNN models are more powerful than their 2D counterparts when dealing
with 1D features. This is because forward and backpropagation in 1D-CNN
necessitate simple array operations [135]. This means that 1D-CNNs have
much lower computational complexity than 2D-CNNs. According to recent
research, shallow architecture 1D-CNNs (i.e., a small number of hidden layers
and perceptrons) can learn difficult tasks involving 1D features [135]. In con-
trast, the 2D-CNN model necessitates a more profound, in-depth architecture
for training and implementation. 1D-CNN is well-suited for real-time and
low-cost applications such as mobile and handheld devices due to its lower
computational requirements.

4.5. Limitations of CF

In comparison to CBF, CF has several major advantages (such as opinions
and ideals). If the user’s profile doesn’t contain relevant content, the CF
technique can provide them with serendipitous suggestions [136]. Given the

20



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofadvantages of CF techniques, their widespread application has revealed some

potential issues, such as those listed below.

4.5.1. Cold-start problem

The first-rater or new-item problem is another name for the cold start
problem. In some ways, it might be viewed as an extreme case of the sparse
problem. Because traditional CF-based recommendation depends on calcu-
lating similar users/things to acquire the target user’s suggestion, when a new
item emerges for the first time, the simple CF-based RS cannot forecast its
score and recommend items because no user has evaluated it. Furthermore,
because new things are introduced so quickly, there are fewer user reviews,
and the accuracy of recommendations is likewise relatively low. Similarly, the
mechanism for recommending new users is deplorable. When a CF-based RS
runs for the first time, every user encounters the cold start problem on every
project, which is an extreme case of the cold start problem.[36, 25, 137].

4.5.2. Data sparsity problem

To represent user information in the implementation of CF technology, a
user-item evaluation matrix must first be used. However, this sounds simple
in theory, several more e-commerce RSs require a huge amount of data in-
formation that can be processed, but in these systems, the total amount of
goods purchased by general users accounts for about 1% of the total amount
of goods on the website, so the evaluation matrix (user-item matrix) is very
sparse. On the one hand, it is difficult to find the nearest neighbor user set in
the case of large and sparse data, and on the other hand, the cost of similarity
calculation is very high. At about the same time, because the data is sparse
when the target user’s nearest neighbor user set is formed, moving forward
will result in information loss, reducing the recommendation effect. For in-
stance, consider the transitive loss of neighbor-user relationships. User A has
a high correlation with user B, and user B has a high correlation with user
C. However, because users A and C rarely evaluate the same product, they
believe the degree of correlation between the two is low due to the scarcity of
data. The potential relationship between users A and C has been shattered
[32, 36, 37].

4.5.3. Scalability problem

CF-based RS platforms frequently have millions of users, products, and
content. As a result, offering suggestions to users necessitates a significant
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tion is also known as memory-based because the rating database is kept in
memory on the server at all points in time and is used directly to gener-
ate recommendations to the active user. However, while this memory-based
approach is theoretically more precise, it suffers from scalability issues be-
cause it has all of the data available permanently and in real-time to generate
the recommendations. For databases with millions of users and millions of
pieces of content. The data is first processed offline in an item-by-item or
model-based approach. The ”learned” or preprocessed model will then be
used to make predictions when the web application or service is run. The
model-based approach avoids the scalability issue [137, 138].

4.6. Evaluation Metrics (Recommendation Tasks)

The assessment of prediction and recommendation outcomes has always
been a critical connection since the beginning of RS research. The advan-
tages and downsides of RS are directly reflected in its performance on these
assessment metrics. The most widely used recommendation quality measur-
ing methods may be classified into four groups based on the distinct recom-
mended tasks:

1. Score prediction Metrics: Standardized Mean Absolute Error (MAE),
Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Cov-
erage, and Normalized Mean Absolute Error (NMAE) are among the
most representative metrics for the score prediction task.

2. Metrics of the set of recommendations: Examine the predicted
item set to see if it is eligible for Top-N recommendation tasks. It
might be difficult to estimate the user’s rating of an item directly due
to data sparsity and cold-start issues. As a result, some researchers have
proposed a Top-N recommendation technique that is based on the user-
item rating rather than the user’s assessment of the item. To produce
a collection of items that the user is most likely to like and recommend
to the user, implicit interaction (such as clicking or favoring) is used.
Precision, Recall, F1, Hit Rate (HR), ARHR, ROC, and AUC are a
few examples.

3. Metrics of the list of recommendations: The recommendation ef-
fect is weighted and evaluated according to the ranking list, which can
be applied to both the score prediction task and the Top-N recommen-
dation task. When the number of recommended items is large, users
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list. The errors that occur in these items are more serious than the
errors in the items next to them. The method of weighted evaluation
of the recommendation effect according to the ranking list considers
this situation. Among the most commonly used ranking metrics, such
as Half-life (HL), Normalized Discounted Cumulative Gain (NDCG),
Mean Average Precision (MAP), Rank-biased precision (RBP), and
Discounted cumulative gain (DCG)

4. Other evaluation Metrics: Most articles discuss methods that try to
improve the accuracy of recommendation results (RMSE, MAE, etc.)
for scoring prediction tasks. It is also common to try to improve the
accuracy, recall, and ROC of Top-N recommendations. However, to
obtain higher user satisfaction, other goals should also be considered,
such as subject diversity, novelty, and stability of recommendations.

5. Remedies for challenges of CF-based-based RS

In this section, we conduct a thorough evaluation of studies focused on
addressing issues related to CF model-based The first subsection outlines
remedies for challenges based on machine learning-based CF-based RS algo-
rithms, while the subsequent subsection delves into remedies for challenges
based on DL CF-based R algorithms.

5.1. Remedies for challenges of CF-based on ML Models

One way of using ML in CF models is to produce effective solutions to
CF-based RS problems. In this subsection, we examine ML models that offer
guidance to the problems of RS.

5.1.1. Remedies for Data Sparsity and Scalability of CF-based RS Algorithms

The user-item rating matrix is handled by the majority of existing clustering-
based recommendation methods to divide users or items into groups. That
is, they compute rating-based similarity, i.e., user-user or item-item similar-
ity, and then use a clustering algorithm to generate user or item groups to
improve recommendation quality due to data sparsity and high dimension
[139, 140, 141, 142, 143]. These models, however, require additional user or
item properties to group users into clusters. In most cases, obtaining these
characteristics in a practical application is difficult. The system can make
inferences based on the underlying reasons why a user may or may not be
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with ratings or user-based similarities [69]. In [144], the author improved the
traditional similarity measures by employing the information entropy of user
ratings so that the user’s global rating behavior on items can be reflected. It
combines entropy with traditional similarity measures. As a result, the im-
pact of a rating difference between two users on similarity varies depending
on the rating records on the item. This process reduces the poor recom-
mendation quality caused by data sparsity and high dimensions. In [145],
the author demonstrated an intelligent RS that is based on a user clustering
CF approach with grey wolf optimization. In [146], the author developed
a CF algorithm that is based on user preference clustering. To address the
limitations of traditional similarity, they proposed a new similarity measure
method that takes into account user preference from both local and global
perspectives. In [147], the author improved prediction accuracy and effec-
tively dealt with the sparsity problem by proposing the K-medoids clustering
RS for the CF algorithm based on probability distribution. In [148], the au-
thors proposed a hybrid model based on a movie RS that employs K-Means,
the particle swarm optimization (PSO) method, and fuzzy c-means (FCM) to
classify movie types based on users, resulting in reduced computation com-
plexity on a large dataset. In [149], the authors used local similarity based
on affinity propagation and K-means, which improves prediction accuracy
in neighborhood-based CF. In [150], the authors switch hybrid methods for
predicting user ratings that use either our custom similarity measure or user
and item biases. In [151], the author proposed a normalization-based CF
recommender to overcome the sparsity problem.

In [152], the author demonstrated a new bio-inspired clustering ensem-
ble for UCF by combining swarm intelligence and fuzzy clustering models.
In [72], the author presented a method for detecting noisy ratings based
on fuzzy clustering. To represent the data-driven uncertainty, the entropy
of a subset of the original rating dataset is used, and evaluation metrics
are used to represent the prediction-driven uncertainty. In [60], the author
proposed a clustering-based CF model in RS that makes careful use of an
incentivized/penalized user model (IPU).

Models of biclustering that combine the UCF and ICF models to project
dimension reduction [153, 154, 155]. The similarity between users or items is
computed using biclustering based on the cluster to which they belong. The
biclustering method samples data and creates biclusters of users and items
based on similarity in rating patterns. Another hybrid model combines the

24



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofUCF and ICF models to improve scalability and sparse data [47, 156, 157,

158, 159, 160, 161, 162, 163].
For instance, In [156], the author proposed a hybrid model based on a

Bayesian Classifier that combines the UCF and ICF [157] proposed a hy-
brid model that combined UCF and ICF prediction results with a smoothing
sparse data (HSPA) model. In [161], the author proposed a hybrid model
that combines the prediction results of the possibilities UCF and ICT model
using the possibilistic information affinity measure to represent user-item
preferences. [164] proposed a multi-factor similarity metric that captures
the linear and nonlinear correlations between users caused by extreme be-
havior. Following that, a fusion method in a probability MF framework is
proposed that takes into account both multifactor similarity and global rat-
ing information. To improve the prediction accuracy of CF methods, for
instance, in [165], the author proposed a hybrid similarity to be used in a
KNN memory-based CF model. This is accomplished without sacrificing the
benefits of memory-based CF methods, which require less memory and time
than model-based CF methods. In [166], the author enhanced the CF-based
RS using dimensionality reduction and clustering approaches. The suggested
model employed the k-means method and SVD to cluster related users and
minimize dimensionality.

To deal with the dimension reduction some commonly used matrix MF
models include Non-negative MF (NMF) [167], SVD [34], incremental SVD
based MF [168], weighted low-rank approximation [169], Non-parametric
probabilistic principal component analysis (NPCA) [170], matrix comple-
tion technique in the Netflix problem as a practical example for the utiliza-
tion of the technique [171], and SVD technique used in an OptSpace algo-
rithm by [172]. In [173], the author developed the probabilistic MF (PMF),
which scales linearly on large data sets and outperforms traditional SVD
models. Several variants and generalizations based on PMF are proposed,
such as Bayesian PMF. [174], and [175] incremental CF recommender based
on regularized MF. A multifaceted CF Model (SVD++) by [176], Pairwise
probabilistic CF for implicit feedback CF (PPMF) by [177]. In [178], the
author proposed two new initialization models for PMF which take into con-
sideration the distribution statistics of user product ratings to enrich latent
vectors. To deal with multi-level ordinal rating data, Maximum Margin MF
(MMMF) by [179], ensembles of maximum margin MF (E-MMMF) by [180],
Nonparametric max-margin MF for collaborative prediction (iPMMMF and
iBPMMMF) by [181], fast max-margin MF with data augmentation (Gibbs
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However, MF model methods produce accurate predictions but are compu-
tationally expensive; they can only be used in static offline settings where
the known preference information does not change over time [184].

Moreover, the MF technique’s main problem is that it identifies only
linear interactions between user and item latent features, which may not be
adequate to model the actual interaction between them. The well-known cold
start problem for new users and items is another issue with MF algorithms
[185]. In [186], the author proposed an effective Adaptive-Support Associa-
tion Rule Mining (ASARM) system for RS. This algorithm took advantage
of the fact that the mining task is specific by tying the rule’s head to the
target user or item. In [187], the author proposed a model that used multi-
level association rules to alleviate the data sparsity and scalability of CF. In
[188], the author proposed a CF model based on Fuzzy Association Rules
and Multiple-level Similarity (FARAMS). FARAMS extended existing tech-
niques by using fuzzy association rule mining. In [189], the author proposed
enhancing CF recommendations by utilizing Multi-Objective Particle Swarm
Optimization (MOPSO) embedded association rule mining. [190]proposed a
genetic algorithm-based efficient method for producing cred association rules
with higher performances. The genetic algorithm is used to find association
rules when there is no minimum support. When the search space is too
large, the genetic algorithm is efficient. In [191], the author used clustering
and association rules mining on implicit data to improve the accuracy of
CF recommendations. In [192], the author presented the maximum poste-
rior estimator derived from a Bayesian analysis of the problem as a generic
optimization criterion, BPR-Opt for personalized ranking. In [193], the au-
thors presented two probabilistic models with prior parameters that the user
can set to encourage the model to have a desired size and shape, to con-
form to a domain-specific definition of interpretability. In [194], the author
proposed a probabilistic model that incorporates items, users, and the rela-
tionships between them into a generative process. They create an ensemble
of collaborative filters using a progressive algorithm. In [195], the authors
proposed a distributed algorithm for large-scale Bayesian PMF that is based
on a newly discovered principle of distributed variational Bayesian inference.
CF model called CFNBC for inferring potential lncRNA-disease associations
is proposed based on the Näıve Bayesian Classifier on two datasets of known
miRNAdisease associations and miRNA-lncRNA associations by [196]. In
[197], the authors proposed the BNMF technique for predicting user prefer-

26



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
ofences in RS based on CF. It works by factoring the rating matrix into two

non-negative matrices with understandable probabilistic meanings.
To improve the accuracy of recommendations, in [65], the author proposed

two hybrid methods that combine the benefits of the WRFM-based method
and the preference-based CF method. In [64], the author tested a variety
of partitioning strategies in tandem with a dimension reduction strategy.
In [198], the author proposed a LeaderRank-based initialization method for
the k-means clustering algorithm with side information. In [66], the author
proposed a hybrid model that partitioned transformed user space on the
MovieLens dataset using K-means clustering and genetic algorithms (GAs).
Personalized suggestion CF-based system for IoT scenarios by [199]. They
proposed the TCCF recommendation model, which is based on the time
correlation coefficient and an improved K-means with cuckoo search (CSK-
means) for faster and more accurate recommendations.

5.1.2. Solutions for cold start problems of CF based on ML Models

Incorporating side information is an intuitive solution for the cold start
problem. In most cases, the users and items have available demographic in-
formation that can be used as relevant side information. In the case where a
user has no interactions (examples include new users or existing users trying
out a new category of products) but still some available side information
like age, gender, occupation, etc. In several studies that explore the MF
to develop a high-quality user-item rating matrix, researchers are examining
various MF approaches with side information linked to users’ implicit or ex-
plicit feedback. For recommendations that include both explicit and implicit
input, for instance, [200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211],
the authors take into account three explicit feedbacks such as ratings, help-
fulness score, and centrality score, as well as one implicit feedback such as the
view relationship with the user-item. In [207], the authors utilized side infor-
mation by combining an arbitrary nonlinear quantile regression model and
MF under a Bayesian framework, explicit feedback meets implicit feedback
in generalized probabilistic MF mode (GPMF) by [206], in [201], the authors
combined content-based filtering with CF, harnessing the information of both
ratings and reviews. In the context of travel-product recommendation, in
[208] the authors combined the PMF with the multi-auxiliary information
(PMF-MAI) model. In [209] the authors proposed a PMF model that uses
preference relations as input (rather than ratings) to generate an efficient
item ranking. The matrix co-factorization method is used to incorporate
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a probabilistic framework for combining mixed-data features like MF with
multimodal side information. In [211], the authors took three social factors
into account: personal interest, interpersonal interest similarity, and inter-
personal influence, which they combined into a unified personalized RS based
on probabilistic MF. For cold start recommendations, the authors in [212],
proposed the aspect model latent variable method. In model fitting, the as-
pect model uses a Bayesian classifier to combine collaborative and content
information. Cross-Level Association RulEs (CLARE) were used by [213]
to integrate content information about domain items into collaborative fil-
ters. To address the cold-start problem in RS, they introduce a preference
model that includes both user–item and item–item relationships. In [214],
the authors developed an associated foods recommender algorithm to remind
respondents of omitted foods and improve the ranking quality of search re-
sults returned in response to respondents’ free-text food name queries. In
[215], the authors proposed a heuristic similarity measure aimed at improv-
ing recommendation performance under cold-start conditions in which only
a small number of ratings are available for similarity calculation for each
user. In [216], the authors proposed a new similarity measure that was per-
fected through optimization based on neural learning to function properly
in cold-start situations. In [217], the author’s Pre-computed models, namely
the error-reflected model, are built by reflecting the prediction errors. To
overcome the cold-start problems [218] proposed a model that combines con-
tent metadata with traditional user-content ratings and trust network data.
In[219], the authors proposed using the temporal (ratings per year basis)
variance of Top-N Neighbors to improve the accuracy of CF-based recom-
mendations. On years, optimized k-means clustering is used to find a cluster
of similar users in an optimized cluster of years. In [220], The authors em-
ployed neighborhood reduction to overcome the ICF model’s sparsity and
cold start problems.

Some works on clustering handle cold start problems, for instance, in
[221], the authors optimized the standard MF by incorporating the user
clustering regularisation term. This model considers both user-item rating
information and user information. There are also works that focus on the si-
multaneous clustering of users and items (bi-clustering) to improve prediction
quality and reduce the cold-start problem when applied to hybrid filtering
[222, 223, 224, 225, 226, 227, 228]. In the same vein, some researchers are
investigating the clustering of social trust information to improve RS. To
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filtering are being considered. For instance, in [222], the authors proposed a
clustering model for CF recommendation based on social network analysis.
In [226], the authors proposed a probabilistic method for deriving a predic-
tion from the perspectives of both ratings and trust relationships. In [229],
the authors proposed an explicit trust and distrust clustering-based CF rec-
ommendation method. To achieve personalized QoS prediction and reliable
cloud service recommendation, in [230], the authors proposed a clustering-
based and trust-aware approach. In [231], the authors improved the sparsity
and new user problems in CF by clustering the personality factors on the
STS (South Tyrol Suggests) dataset. The proposed model categorizes users
based on their personality traits. In [232], the authors Fuzzy Side Information
Clustering-Based Framework for Effective Recommendations on MovieLens
and Yahoo datasets. The proposed model is based on side information and
the Mahalanobis distance measure. In [233], the authors presented a prob-
abilistic item embedding model that learns item representations from click
data, as well as an EMB-MF model that combines the probabilistic item em-
bedding and PMF for coupling the two models’ item representations. In the
study conducted by [234], RS with linked open data (RS-LOD) model was
proposed. To address the issues of data sparsity and cold start, the authors
developed a MF model with Linked Open Data (MF-LOD). In [235], the
authors presented a hybrid recommendation approach with side information
using a Gaussian mixture model and MF technology, where the improved
cosine similarity formula is used to find users’ neighbors, and initial ratings
on unrated items are predicted. To reduce the problem of cold start and data
sparsity, user ratings on items are converted into user preferences on item at-
tributes. In [236], the authors proposed a social spatiotemporal probabilistic
MF (SSTPMF) model that exploits POI similarity and user similarity and
integrates different spaces in similarity modeling, including the social space,
geographical space, and POI category space.

5.2. Remedies for challenges of CF-based on DL models

DL techniques are one of the trends in CF RS that are being used to
provide appropriate treatments for the CF algorithm’s drawbacks. In this
section, we will investigate and explain studies that use DL to tackle issues
with RS.
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One method for overcoming the sparsity problem in CF algorithms is to
utilize DL techniques to turn the high-dimensional and sparse matrix of user
and item into a lower-dimensional and denser set [76, 97, 104, 95, 237, 238,
239]. For example, in [95], the authors extrapolated the low-dimensional
latent space of context features extracted from sensors using auto-encoders
to handle the sparsity problems in those systems.

Using extra side information, the effects of data sparsity in the user-item
rating matrix are mostly mitigated [240, 241]. Owing to the sparsity of the
rating matrix and side information, latent features may be ineffective. As a
result, DL approaches are used to generate high-level representations of the
user-item rating matrix and side data, which are then combined with MF to
solve sparsity and cold-start problems [102, 98, 103, 129, 89, 242, 100, 243].
For instance, in [103] the authors used marginalized DAE to incorporate
MF-based CF and deeply learned features. In [102], the authors presented
a probabilistic SDAE formulation, which they later extended to a relational
SDAE (RSDAE) model. RSDAE conducts deep representation learning and
relational learning concurrently in a systematic manner within a probabilistic
framework to deal with sparsity issues by incorporating the extracted features
into MF. In [98], introduced a hierarchical Bayesian version of the stacked
denoising autoencoder DL model (SDAE). The next shows their CDL model,
which tightly links deep representation learning for extra information with
CF for the rating matrix, allowing two-way interaction. In [129], the authors
suggested using a latent factor model for recommendation and predicting la-
tent factors from music audio when consumption data could not be provided
using the CNN method to address the cold-start issue of CF. In [106], the au-
thors combined features extracted from extra information and timeSVD++
with SDAEs to address sparsity and cold-start issues. In [244], the authors
used the extra information to address the scarcity and cold start issues with
the blog recommendations. They incorporate features extracted from text
and images, respectively, using the word2vec and CNNs approaches, into
their proposed boosted inductive matrix completion method. In [130], the
authors address the sparsity issue by incorporating latent factors extracted
with CNNs into the MF approach via the latent factor model. In [105], the
authors extracted hidden features from extra information using SDAE and
integrated them into the pairwise ranking method’s Bayesian framework to
address the sparsity issue.
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mendation process to address sparsity and cold start issues, such as [104, 79,
243, 245, 246, 247, 108]. For example, the authors incorporated side infor-
mation for every stack of the DAE method [104]. In [79], the authors tie
Boltzmann machines to item-side information to deal with cold-start issues.
In [243], the authors used a CNN method to extract hidden features from
images to alleviate tag scarcity in tag-aware RS. Moreover, in [245], the au-
thors proposed a model that trains item characteristics using implicit user
reviews and textual side information using DL neural networks. They do
not, however, consider the context or sequence of the sentences. Another
method for responding to the cold-start problem is to create forecasts based
on current browser action rather than browser history. In [121], the authors
proposed an RNN model to produce predictions based on current user activ-
ities; in [248]the authors used an RNN approach to incorporate recent user
sessions to deal with cold-start problems for new users in the current session.
Moreover, in [249] the authors used 3D-CNNs to address sparsity issues in
session-based RS by incorporating item-side information. In [250], the au-
thors used a Bayesian inference approach combined with an RNN approach
to deal with sparsity issues in session-based RS.

In the field of music recommendation, in [251], the authors proposed the
classifier DL method, which is used during network training to deal with
cold-start issues. Most sparsity and cold-start issues are dealt with by using
DL methods for feature engineering to extract features from heterogeneous
data sources.

5.2.2. Remedies for Scalability Problem

To deal with large-scale datasets, the researchers used deep neural net-
works to project the high-dimensional representations onto low-dimensional
latent variables from user preferences and item ratings. Adapting DL ap-
proaches to scalability issues is the preferred method for system recommen-
dation. [74, 78, 76, 252]. For example, in [252], the authors utilized deep
neural networks based on multi-view to turn high-dimensional variables into
lower-dimensional space, in [78], the authors used the Boltzmann method
to extract hidden latent variables of items and users to generate predictions
across large-scale datasets. Furthermore, to scale up their framework and
train the network, they used methods for dimensional reduction, such as
relevant attributes, the top-k most, k-means clustering, and local sensitive
hashing of user attributes. Some authors used the RBM approach for di-
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proposing several methods, including parallel computing with shared mem-
ory, distributed computing, and method ensembles for modifying the RBM
CF method. According to authors in [253], in terms of recommendation qual-
ity, parallel computing is more effective than other mechanisms for dealing
with the huge of users and items. In [254], the authors used an auto-regressive
model that included both users and items to handle the scalability problem.

5.2.3. Remedies for enhancing accuracy

In RS, which produces predictions, accuracy is one of the primary goals
of using DL techniques. The authors used DL approaches to extract latent
factors because they are effective at extracting hidden features. According
to [74], when incorporating the RBM approach with the SVD method, it
achieves good predictions, unlike Netflix’s RS. The authors proposed the
auto-encoder-based predictor AutoRec in [93]. Auto-Rec outperforms biased
matrix factorization on the MovieLens and Netflix datasets, according to ex-
periments. [246] applied NADE to the CF process on their proposed model
to improve accuracy and performance. The experiments demonstrate that
the proposed model outperforms existing algorithms such as LLORMA, On
MovieLens, and Netflix datasets. By reconstructing the dense form of user
preferences in [96], the authors proposed a CDAE model for the top-N rec-
ommendation. The experiments on several datasets, including MovieLens,
Netflix, and Yelp, demonstrated that the best recommendations depend on
the dataset and that non-linear functions improve recommendations. Conse-
quently, according to the proposed model, CDAE outperforms the exciting
top-N recommendation approaches in terms of accuracy. In their work [95],
authors proposed a method to improve the accuracy of context-aware rec-
ommendation systems by utilizing auto-encoders and principal component
analysis (PCA) to extract latent context features from sensor data. The ex-
perimental results demonstrate that the use of only latent contextual features
with an auto-encoder yields the best results, particularly when both posi-
tive and negative feedback is incorporated into the model. An auto-encoder
method was used to optimize the user-item rating matrix initialization step in
MF by authors in [75] to obtain high-accuracy RS-based trust awareness. The
experimental results demonstrate that it outperforms the existing models of
RS-based trust awareness. DL algorithms are typically used in RS to obtain
user and item features, generate a combined method of either user-based
and item-based methods, or side information with preference information.
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of user behaviors with intra-user and intra-item correlations. SVD methods
were used to compare user- and item-centric Boltzmann methods, as well as
a couple of modeling of both user- and item-centric mechanisms. On the
MovieLens dataset, the experimental results of the proposed model outper-
form SVD, particularly for the combined method with correlation. Moreover,
in [102], the authors developed a hybrid tag-aware RS that combines SDAEs
and side information. In addition, they created a probabilistic SDAE method
for learning the relationship between items, followed by a relational SDAE
method that combines layered representational learning and relational learn-
ing. On the CiteULike and MovieLens datasets, the proposed relational
SDAE outperforms the existing tag-aware recommendation methods.

In [77], the authors used DL techniques in a group-based recommenda-
tion to improve accuracy efficiently. A DL approach was used to extract
collective features from the individual features of group members, which
were then combined with group preferences. Researchers have found that
DL performs better than existing methods, according to experiments. Us-
ing DL to observe user preferences in real time enhances recommendation
quality. For instance, in [123], the authors used RNNs to model the co-
evolution of user-item interactivity in user preferences to efficiently improve
the accuracy of the predictions. This method outperforms existing models of
user-item interactions on several datasets, including IPTV, Reddit, and Yelp.
In [124], the authors converted the recommendation function into a sequence
prediction problem and used the RNNs approach to efficiently improve the
short-term prediction accuracy and item coverage in the CF algorithm. In
terms of short-term prediction accuracy, according to the results of the ex-
periments, the proposed model outperforms existing top-N recommendation
models. For real-time recommendations based on current user preferences,
in [119] the authors used RNNs methods. Models using feed-forward neural
networks have been developed to simulate the CF approach by considering
user purchase history. In [255], the authors proposed a hybrid collaborative
recurrent auto-encoder based on implicit feedback to improve accuracy.

Studies have shown that DL approaches can efficiently improve the ac-
curacy of CF because of their ability to extract hidden factors and combine
information from different sources, which is a major strength. Since there
are more ratings per item than users, this improvement was made.
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RS
Recently, researchers have tended to solve the problems of the RS by

integrating explicit and implicit feedback in many ways.
For instance, in the ML techniques, many studies have found that there

is feedback between explicit and implicit feedback in a complementary rela-
tionship [176, 256, 257, 258], will use both at the same time, there is a great
potential to improve the effectiveness of the recommended. In [176], the au-
thors proposed whether the user has rated this behavior As implicit feedback,
using the hidden factors of all items that users have rated to represent users,
and using explicit feedback and implicit feedback for recommendation tasks
at the same time, asymmetric SVD (asymmetric-SVD, referred to as ASVD)
and SVD++ are proposed. In [204], the authors Combine the SVD++ [176],
and in [258], the author optimizes the expected reciprocal rank (ERR) in-
dex, a personalized ranking model MERR-SVD++ with explicit and implicit
feedback is proposed. In [257], the authors considered the heterogeneity of
explicit and implicit feedback, that is, the explicit feedback is mostly numer-
ical, while the implicit feedback is mostly binary. To eliminate the numerical
difference between the two, both were converted to values between 0 and
1, and different weights were assigned to them, respectively. An MF model
of Co-rating based on score prediction was proposed. However, the prac-
tice of converting the explicit feedback data into a value between 0 and 1
weakens Explicit feedback data reflects the ability of users to express their
preferences but fails to take into account the important characteristics of
explicit feedback data. DL methods have been gradually introduced into
the RS to learn user preferences for items [256, 259, 260]. DL algorithms
are applied to learn the intricate user-item mapping relationship between
the latent factor representation and the matching function. For instance,
in [259], the authors proposed three methods: generalized matrix factoriza-
tion (GMF), multi-layer perceptron (MLP), and neural matrix factorization
(NeuMF), which use different ways to model user-item interaction. In [256],
the authors combined the advantages of representation learning and match-
ing equation learning and proposed the DeepCF framework. Google’s wide
and DL RS are sets of two components: wide and deep. The wide part is a
linear model that learns the simple interaction between features, can ”memo-
rize” the user’s behavior, and recommends the content of interest to the user,
but it requires a lot of time-consuming and laborious manual feature work.
The deep part is a feed-forward deep neural network model [261]. Through
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of memory and generalization are finally obtained. In [262], the author pro-
posed a coupled CF recommendation model based on non-IID; they train and
integrate the explicit and implicit user-item couplings using DL. This model
outperforms the above-mentioned work. However, models based on deep
neural networks face serious overfitting problems, have high computational
and storage complexity, and cannot adapt to large-scale data. [206] GPMF,
a generalized probabilistic matrix factorization model for the recommenda-
tion, combines explicit and implicit feedback. [263] proposed SSAERec, a
recommendation algorithm for rating prediction that incorporates a stacked
sparse auto-encoder into matrix factorization and can learn efficient results
from a user-item rating matrix. [264] proposed dynamic decay CF (DDCF)
that captures user preference variations and incorporates the concept of dy-
namic time decay. It extends the concept of human brain memory to specify
the level of a user’s interests (i.e., immediate, short-term, or long-term).

In [265], the authors proposed a Social Promoter Score (SPS)-based rec-
ommendation. The proposed construct is two user-item interaction ma-
trices with users’ explicit SPS values and users’ views of activities as im-
plicit feedback. In [266], the authors proposed an end-to-end neural net-
work model–GAMMA (Graph and Multi-view Memory Attention Mecha-
nism). We aim to replace offline meta-path-based similarity or commuting
matrix computation with a graph attention mechanism. As a solution to
the challenge of social influence prediction, in [267], the authors proposed
the Multi-view Influence Prediction Network (MvInf), a DL framework that
blends multi-view learning with graph attention neural networks.

6. An evaluation of comprehensive literature in quantitative terms

Here, we have presented the whole literature with a quantitative assess-
ment and evaluation of papers based on the time of publication, techniques,
tasks, kind of publishing, and data sets.

6.1. Number of Publications Over the Years

The first assessment covers the total number of publications over the
years. We have demonstrated the total number of publications over the
years. Since 2010, there has been a growing trend toward RS, especially in
the CF algorithm field. As a result, CF-based RS continues to be the most
active and trending field for researchers. Given improvements in big data
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it is reasonable to predict that collaboration between the two disciplines will
continue to increase shortly (see Figure 3).
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Figure 3: Number of publications over years in the area of Collaborative Filtering RS

6.2. Most applications of based RS

The second assessment covers the most applications of CF in the studies.
We investigated in each paper the application that was used to handle the
limitations of CF, and we found that among all the algorithms, the KNN
and MF algorithms are the most widely used to deal with the limitations of
CF RS, especially sparsity and scalability issues. We also found that hybrid
algorithms are the most commonly used to handle the cold start problem,
especially in the ML field. Regarding the DL algorithms, we found that
the most common methods used to handle the limitations of CF are auto-
encoder methods (see Table 1). Furthermore, these applications addressed
the limitations of the CF algorithm by leveraging two types of data. Some
models utilized user-item preferences, while others incorporated additional
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dressed these limitations by focusing on user-item preferences, as highlighted
in Table 2.
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Table 1: Summary of literature survey and an overview of collaborative filtering algorithms.

Begin of Table

CF-based
RS Algo-
rithms

Authors Advantages Limitations Treatment

KNN-based
CF

[47, 158, 226, 229, 219, 220,
213, 215, 218, 192, 150,
268, 154, 164, 162, 153,
269, 144, 270, 271, 159,
140, 272, 151, 161, 156,
217, 165]

- Simplicity and interpretability.
- Transparent recommendations
based on similarity of users/items

- Scalability and High
Computational Cost
[273].

-Indexing me
as KD trees
trees.
- Approxima
neighbor
such as
sensitive ha
random proje

MF-based
CF

[53, 50, 155, 233, 211, 208,
236, 200, 207, 204, 205,
206, 201, 202, 203, 195,
197, 183, 192, 181, 182,
179, 180, 177, 178, 170,
176, 169, 174, 168, 34, 173,
175, 235, 171, 172, 224,
166, 164, 221]

- Handles sparse data
- Enables personalized recommen-
dations
- Offers scalability for large datasets.
- Addresses the cold start problem

- Assumes dense user-
item interaction matrix,
which is not in real-
world with sparse data.
- Face challenges when
dealing with cold start
problems [275, 276]

- Incorporate
regularization
- Utilizing sid
tion to addre
start problem
277].
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Continuation of Table 1

CF Algo-
rithms

Authors Advantages Limitations Treatments

Clustering-
based CF

[60, 191, 143, 140, 65, 142,
72, 64, 166, 198, 146, 66,
147, 148, 199, 60, 152, 149,
145, 221, 219, 222, 229,
230, 231, 232]

- Offers the benefits of grouping sim-
ilar users or items
- Improves scalability by reducing
computational complexity.
- Uncovers new patterns in user-
item interactions.
- Enables accurate recommenda-
tions based on similarity.

- Determining the opti-
mal number of clusters
to form.
- Finding the best rep-
resentation of the data
structure
- Selecting clusters cap-
turing diverse prefer-
ences [278, 279].

- Silhouette a
- Elbow meth
- Gap statist
- Informatio
(e.g., BIC, A

Biclustering-
based CF

[139, 140, 141, 142, 143,
154, 153, 155, 164, 165]

- Capturing local patterns
- Considering user-item clusters in-
stead of the entire dataset.
- Improved accuracy by focusing on
specific user-item subgroups.

- Identifying meaning-
ful biclusters from large
datasets can be compu-
tationally challenging.
[281].

- Dimensiona
tion techniqu
MF or featur
- Incorporati
knowledge or
mation [278,

Bayesian
Classifier-
based CF

[156, 162, 192, 195, 197,
212]

- Capturing the probability distribu-
tion of user-item preferences.
- Handles sparse data by incorporat-
ing prior knowledge and smoothing
techniques.
- Allows for the inclusion of various
user and item features.

- Struggle with new
users or items that lack
sufficient data for accu-
rate probabilistic mod-
eling [283].

- Capture de
between use
teractions an
using advan
bilistic mode
Bayesian ne
Markov ran
[284].
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Continuation of Table 1

CF Algo-
rithms

Authors Advantages Limitations Treatments

Association
Rule

[69, 70, 162, 186, 187, 188,
189, 190, 191, 194, 214,
213]

- Ability to uncover implicit rela-
tionships and dependencies among
items.

- Sparsity of item asso-
ciations.
- Lack of user prefer-
ences
- May struggle with new
users or items that lack
sufficient data for rule
generation [285].

- Combinin
tion rule-bas
content-based
- Setting a
thresholds
fidence and
measures
- Incorpora
feedback [286

Hybrid
algorithms-
based CF

[206, 205, 218, 219, 220,
202, 203, 200, 207, 208,
236, 209, 210, 211, 221,
228, 229, 230, 231, 232,
233, 234, 156, 158, 157,
162, 161, 153, 155, 154,
150, 166, 65, 64, 66, 148,
235]

- Handles the cold start problem,
sparsity, and data scarcity more ef-
fectively. [206, 205, 287].

Integrating these tech-
niques and balancing
their strengths and
weaknesses can be
challenging.

Employed ad
semble learn
ods such as w
eraging, stack
bridization a
ture level
288].
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Continuation of Table 1

CF Algo-
rithms

Authors Advantages Limitations Treatments

Fuzzy-
based CF

[188, 152, 72, 148] - Allows for representing and rea-
soning with uncertain and imprecise
user preferences.
- Handle noisy or incomplete data.
- Provides a flexible framework for
capturing user preferences.

- Involve complex com-
putations due to fuzzy
inference and similarity
calculations.
- The fuzzy nature of
the approach can make
it harder to explain the
reasoning behind rec-
ommendations to users.

- Employing
mation meth
as fuzzy clu
rule reductio
- Use lingui
and explanat
[288, 289, 29

Genetic-
based CF

[70, 66, 190, 228] - Optimize the recommendation
model.
- Handling complex relationships
user-item interactions and depen-
dencies.
- Allows the system to adapt to
evolving user preferences over time.

- Involves intensive
computation.
- Evolved recommen-
dation models lack in-
terpretability, hindering
user explanations.
- Tuning genetic al-
gorithm parameters is
challenging and time-
consuming [291].

- Parallelizat
timization m
reduce the
tional compl
netic algorith
- Post-proce
niques and r
tion can im
terpretability
models [70].
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Continuation of Table 1

CF Algo-
rithms

Authors Advantages Limitations Treatments

RBMs-
based CF

[74, 75, 76, 78, 79, 76, 80,
81, 82, 83, 84, 85, 86, 87,
88]

- Capturing complex patterns and
latent factors
- Suitable for handling large
datasets efficiently.

-Large datasets pose
computational chal-
lenges and training
difficulties due to
the high number of
parameters involved.
[289].

- Scalability
addressed b
ing technique
and mini-bat
[292].

DBNs-
based CF

[90, 91] - Ability to model complex and non-
linear relationships between users
and items.
- Automatic extract relevant fea-
tures from raw user-item data with-
out the need for manual feature en-
gineering.

- Training and fine-
tuning DBNs can be
computationally expen-
sive.

- Pre-traini
layer by
fine-tuning
performance
duces com
complexity [9
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Continuation of Table 1

CF Algo-
rithms

Authors Advantages Limitations Treatments

Autoencoders-
based CF

[92, 93, 75, 94, 95, 94, 96,
97, 98, 102, 103, 104, 105,
106, 106, 107, 108, 114,
109, 110, 112, 111, 113,
115, 116, 118, 293, 93, 103,
45]

- Capturing complex non-linear re-
lationships improves recommenda-
tion accuracy.
- Learning meaningful latent repre-
sentations captures underlying pat-
terns in user-item data.
- Data sparsity is effectively handled
by learning compact representations
of users and items.

- Effectively capturing
the sparsity and high-
dimensionality of user-
item interaction data is
a challenge.

- Use drop
ularization
or variatio
toencoders
overfitting a
sparsity cons
- Use met
MF with au
for dim
reduction an
ing meaning
representatio
[45].

RNNs-
based CF

[120, 119, 120, 121, 122,
123, 124, 125, 126, 127]

- Effectively model sequential user-
item interactions, capturing tempo-
ral dependencies and patterns.
- Handle variable-length sequences,
accommodating diverse user behav-
iors and item sequences.
- Learn personalized representations
for users and items from their se-
quential interactions.

- RNNs may face chal-
lenges in handling new
users or items with lim-
ited sequence data.
- RNNs struggle with
long-term dependen-
cies, risking information
loss.
- Training RNNs is com-
putationally intensive.

- Combining
other conten
to address
problem
- Use Attent
nisms
- Use dropou
normalization
prevent over
improve gene
[294, 295, 29
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Continuation of Table 1

CF Algo-
rithms

Authors Advantages Limitations Treatments

CNN-based
CF

[129, 130, 131, 132, 297,
133, 134, 135, 115]

- Detect local patterns and features
in user-item data
- Invariant to the translation of fea-
tures
- Exploit parameter sharing, reduc-
ing the number of parameters and
enabling efficient training and infer-
ence.

CNNs, designed for
image and spatial data
analysis, may be less
suitable for modeling
sequential or tem-
poral information in
user-item interaction
sequences.

-By inc
RNNs or
mechanisms
fectively ca
quential and
dynamics [29

End of Table

• Note: This table provides a summary of CF algorithms. For detailed discussions on the specific implementations and
differences, please refer to the relevant sections of the manuscript:

– Machine Learning-Based CF: Sections 4.3.1–4.3.5.

– Deep Learning-Based CF: Sections 4.4.1–4.4.5. For an overall discussion, see Sections 5.1 and 5.2.
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Table 2: Categorizing Publications of CF Algorithms based on Data Modeling

Begin of Table

Data
Modeling

Authors Advantages Limitations

User-Item
Preferences

[47, 50, 165, 142, 217, 270, 272, 271,
141, 269, 144, 156, 157, 158, 159,
161, 154, 162, 153, 155, 166, 66, 72,
152, 60, 145, 146, 147, 148, 149, 150,
151, 300, 186, 187, 188, 189, 190,
191, 34, 168, 169, 170, 173, 174, 175,
176, 177, 178, 179, 180, 181, 182,
192, 195, 183, 195, 194, 196, 197,
219, 220, 213, 214, 215, 216, 221,
223, 301, 225, 228, 224, 227]

- Focus solely on the interaction data,
making them straightforward to imple-
ment.
- Often readily available in many recom-
mendation scenarios, enabling easy model
training.

- May struggle with new
that have limited or n
data.
- With limited data, accu
ing user preferences and
teristics can be challeng
lower recommendation a

With Side
Information

[235, 69, 268, 60, 151, 144, 164, 65,
64, 198, 218, 212, 202, 203, 204, 201,
205, 206, 200, 207, 208, 236, 209,
210, 211, 222, 226, 229, 230, 231,
232, 233, 234]

- Provides additional context about users
and items, enabling more accurate and
personalized recommendations.
- Can help mitigate the cold-start problem
by leveraging user or item attributes when
interaction data is sparse.

- Obtaining and maint
side information for all u
can be time-consuming
intensive.
- Choosing relevant an
side information feature
lenging, and using irrel
may lead to noise or bias
dations.

End of Table
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The third assessment covers the metrics of the CF (See Figure 4). Al-
though a few researchers use custom and private metrics evaluation, the
majority of experiments use metrics such as MAE and RMSE for regression
problems and recall, precision, and F1 for classification problems. In fact, for
evaluating RS, these metrics are overly simplistic. Unlike the leave-one-out
evaluation to test the performance of item recommendation, which has been
widely used in comparison models for implicit feedback recommendation us-
ing the Normalized Discounted Cumulative Gain (NDCG) and Hit Ratio @
10 metrics.

6.4. Most Frequently Recommendation Task of CF

The fourth evaluation focuses on the recommendation task, which in-
cludes score prediction, recommendation list, recommendation set, and other
tasks utilized in the research. We analyzed each paper’s task and presented
the distribution of used tasks as a pie chart (See Figure 5 and Table 3).
Between all, 53% of the tasks are classified as ”score predictions,” and this
category includes the tasks used in sharing with the Top-n recommendation
list and Top-n recommendation set of the research. In the experiment, it is
clear that the tasks of predicting scores and giving suggestions are the most
popular. This is because this important information is taken into account.
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Figure 4: Most Frequently used Metrics

Figure 5: Most Frequently Recommendations Task
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Table 3: Recommendation Task of Publications

Begin of Table

Reco Task Authors Metrics Advantages Limitations

Score Predictions [47, 50, 69, 217, 165, 151, 272,
142, 141, 270, 271, 157, 144,
158, 161, 162, 153, 154, 155,
164, 198, 146, 166, 66, 199,
147, 148, 149, 150, 175, 235,
34, 168, 169, 170, 173, 174,
176, 179, 180, 181, 182, 183,
195, 197, 219, 215, 218, 216,
202, 203, 204, 201, 205, 206,
200, 207, 208, 236, 210, 211,
221, 225, 224, 227, 228, 222,
226, 229, 230, 231, 232, 233,
234]

- RMSE
- MAE
- NMAE

- Provide a quantitative mea-
sure of the accuracy of pre-
dicted ratings.

- May not di
the usefulness
dations for user
- Can be sens
liers and biased
predicted rating

Set of Recommenda-
tions

[162, 60, 230, 236, 206, 216,
202, 301, 214, 213, 212, 220,
219, 210, 218, 208, 195, 194,
188, 190, 192, 189, 177, 191,
34, 147, 146, 66, 187, 235, 151,
199, 145, 72, 198, 161, 152,
156, 269, 144, 64, 271, 65, 270,
154].

- Precision
- Recall
- F1
- HR
- ARHR
- ROC
- AUC

- Focus on evaluating the ef-
fectiveness of generating a rel-
evant set of recommendations.

- May not cons
ity of individual
tions within the
-Can be affected
of the threshold
ing relevance.
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Continuation of Table 3

Reco Task Authors Metrics Advantages Limitations

List of Recommen-
dations

[144, 162, 154, 186, 199, 300,
268, 177, 220, 214, 202, 204,
206, 208, 236, 223, 209]

- HL
- NDCG
- MAP
- RBP
- DCG

- Consider the ranking order
of recommendations, reflect-
ing the importance of the top-
ranked items.

- Can be sen
length of the rec
list and heavily
the top-ranked
- May not captu
ences beyond th

Other Task [159, 152, 199, 64] - Diversity
- Novelty
- Stability

- Address additional goals like
subject diversity, novelty, and
stability of recommendations.

- These metr
more subjective
dependent.
- There is no u
cepted standard
ing these aspect

End of Table

49



Journal Pre-proof
Jo
ur

na
l P

re
-p

ro
of6.5. Most of Dataset in CF

The fifth evaluation focuses on the dataset used in the articles. We ana-
lyzed each paper’s dataset and displayed the distribution of used datasets as
a pie chart in Figure 6. According to the comprehensive survey of studies,
the majority of the studies conducted their experiments on the MovieLens
dataset.

Figure 6: Most Frequently used datasets.

6.6. Categories of publications

Six, we examined the research based on how it was published. We received
three primary categories of publications: journal articles, conference papers,
chapter book papers, and dissertations. The total distribution is depicted in
Figure 7. Because more than half of the research is published in journals, this
is the most common kind of publication among the articles. We knew that
we regarded the research articles published on arXiv to be research papers
under the journal categorization.

7. Evolutionary Journey of CF-based RS

The evolutionary journey of collaborative filtering (CF) has shaped the
field of recommendation systems. From its origins to its current state, CF has
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Figure 7: Distribution of Publications by their type

undergone significant development, enabling personalized recommendations.
In this section, we explore CF’s origins, development, and future directions,
highlighting its transformative impact in the realm of personalized recom-
mendations.

7.1. Origins of CF

CF originated in the late 1980s as a user-centric approach in recommen-
dation systems. It emerged as a response to the limitations of content-based
filtering methods. By considering the preferences and behaviors of similar
users, CF provides personalized recommendations. Its origins marked a sig-
nificant shift in the field and paved the way for its widespread adoption in
various domains.

In the early stages of CF, two primary approaches were developed: user-
based CF and item-based CF. Both user-based and item-based CF approaches
[47] were early attempts to leverage the opinions and choices of users to pro-
vide personalized recommendations. These methods laid the foundation for
further advancements and refinements in CF techniques [47].

MF techniques have been a significant development in CF, particularly in
the early 2000s [52]. These techniques aim to improve recommendation accu-
racy by decomposing the user-item interaction matrix into lower-dimensional
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significantly improved recommendation quality by capturing underlying pat-
terns and relationships between users and items. These techniques enable CF
algorithms to generate accurate and personalized recommendations based on
the decomposition of the user-item interaction matrix [52].

Neighborhood-based methods are an important development in CF that
aim to provide recommendations based on the preferences of similar users or
items. Neighborhood-based methods leverage the idea that users or items
with similar preferences tend to have similar preferences in the future [47,
158, 226, 229, 219]. These methods provide personalized recommendations
by considering the preferences of neighbors and utilizing their past behav-
iors. By identifying and incorporating the preferences of similar users or
items, neighborhood-based methods enhance the accuracy and relevance of
CF recommendations.

Hybrid approaches in CF have gained significant interest by combining
multiple recommendation techniques to improve the accuracy and diversity
of recommendations [206, 205, 218, 219, 220]. These approaches leverage
the strengths of different methods and overcome the limitations of individual
techniques. Two common hybrid approaches are content-based filtering and
context-aware recommendation.

7.2. Development of CF-based RS

Deep learning techniques have made a significant impact on collaborative
filtering by enabling the modeling of complex patterns and representations
in user-item interactions. These techniques leverage deep neural networks to
capture and analyze intricate relationships in large-scale datasets, leading to
enhanced recommendation accuracy and performance.

One common application of deep learning in CF is through deep MF
models. Autoencoders and Restricted Boltzmann Machines (RBMs) are ex-
amples of deep MF models. These models learn low-dimensional representa-
tions of users and items by reconstructing the user-item interaction matrix
[74, 75, 76]. By encoding the latent factors in the data, deep matrix factor-
ization models can generate more accurate recommendations.

Neural Collaborative Filtering (NCF) is another powerful deep learning-
based approach [259]. NCF models use neural networks to directly learn
user and item embeddings from the data. By combining collaborative filter-
ing techniques with deep learning, NCF models can capture both user-item
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ommendations.
Recurrent Neural Networks (RNNs) have also been applied in collabo-

rative filtering to model sequential patterns in user behavior. RNN-based
models can capture temporal dependencies and evolving user preferences
over time [120, 119]. By considering the sequential nature of user-item inter-
actions, RNNs enable more personalized and adaptive recommendations

7.3. Future and Ongoing Research in CF-based RS

• Deep Learning in CF: Deep learning methods, such as neural networks
and deep matrix factorization, continue to be an active research area
in CF [303, 304, 305]. Researchers are exploring novel architectures,
loss functions, and regularization techniques to improve recommenda-
tion accuracy and handle challenges like data sparsity, cold-start, and
scalability.

• Hybrid Models [306]: Hybrid CF models that combine multiple rec-
ommendation techniques are being extensively studied. This includes
integrating CF with content-based filtering, context-aware recommen-
dation, reinforcement learning, or knowledge graphs. The aim is to
leverage the complementary strengths of different approaches for more
accurate and diverse recommendations.

• Explainable CF: Enhancing the interpretability and explainability of
CF models is an ongoing research focus [307, 308]. Researchers are
developing techniques to provide transparent explanations for CF rec-
ommendations, enabling users to understand the underlying factors
that influence the suggestions.

• Transfer Learning in CF [309, 310]: Transfer learning, which transfers
knowledge from one domain to another, is gaining attention in CF [311].
Researchers are investigating techniques to transfer knowledge across
domains or tasks, improving recommendation performance in scenarios
with limited data or addressing the cold-start problem.

• Privacy-Preserving CF [310, 311]: Addressing privacy concerns in CF
is an important research area. Ongoing work focuses on developing
privacy-preserving CF algorithms that protect sensitive user data while
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vacy, federated learning, and secure multiparty computation are ex-
plored to ensure privacy preservation.

• Reinforcement Learning in CF [278]: Reinforcement learning (RL) is
being applied to CF to optimize long-term user engagement and sat-
isfaction [312, 313]. RL algorithms are used to model the sequential
decision-making process in recommendations, to maximize user rewards
or utility.

• Contextual CF: Integrating contextual information, such as time, loca-
tion, and social context, into CF models is an active research direction
[314, 307]. Contextual CF models aim to provide more personalized
and relevant recommendations by considering the specific context in
which recommendations are made.

• Fairness and Bias in CF: Addressing fairness and bias issues in CF is
gaining attention [315, 316]. Researchers are exploring techniques to
mitigate biases in recommendations related to factors like gender, race,
and socioeconomic background, ensuring fair and equitable recommen-
dations for diverse user groups.

• Collaborative Filtering in New Domains: CF will expand its application
to new domains, including healthcare [317], finance [318], education
[319], and smart cities [320]. CF techniques will be tailored to specific
domain requirements, considering domain-specific constraints, privacy
regulations, and user preferences.

8. Conclusion

The prevalence of information filtering technologies, including Collabo-
rative Filtering Recommender Systems (CF-RS), has grown in recent years
due to the widespread availability of the Internet, the trend towards per-
sonalized experiences, and evolving user behaviors. Despite the effectiveness
of current RS, they are still hindered by issues such as sparsity, accuracy,
scalability, and cold start. To improve the quality of recommendations, ad-
vanced machine learning (ML) and deep learning (DL) techniques have been
employed in RS development. This paper presents a comprehensive study of
CF RS that utilizes ML and DL algorithms to provide valuable insights to
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into two sections: one for novice readers that covers the basic concepts of
RS, and another for advanced readers that delves into the tasks, evaluations,
and solutions of RS, emphasizing CF. The research is based on a thorough
analysis of 307 systematic references that were selected based on the signifi-
cance of the publication venue, including international conferences, journals,
and book chapters, as well as the number of recent citations.
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[7] Ana Belén Barragáns-Mart́ınez, Enrique Costa-Montenegro, Juan C
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los, and Carlos Enrique Montenegro Maŕın. Implicit feedback tech-
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